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ABSTRACT

This paper aims to elucidate the different determinants of food inflation in India over 1997 to 2017. The paper uses a Vector Error Correction Model (VECM), and a Vector Auto Regression Model (VAR). The paper considers both supply and demand-side determinants on an annualised scale. The VECM model finds a long-run relationship between Food Inflation in India, Area under Acreage, Minimum Support Prices (MSP), and the trend in Urban Population. The VAR model finds a relationship between Food Inflation, and the FAO’s Food Price Index; Food Inflation, and Total Cost of Cultivation; and Food Inflation and the Long Period Average at I(1).
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INTRODUCTION

With a population of 1.32 billion (2016 estimate) as per a World Bank Report and the Census of India (2011), and with more than half the population spending more than 50 per cent of their income on food, food inflation becomes an important topic to study. This paper aims to elucidate the different determinants of food inflation in India over 1997 to 2017. The paper uses a Vector Error Correction Model (VECM), and a Vector Auto Regression Model (VAR). The paper considers both supply and demand-side determinants on an annualised scale.

Inflation in India (as per the RBI database on Indian economy) is measured using the Consumer Price Index (CPI), however, until 2014 the Wholesale Price Index (WPI) was used. The switch was to adopt a more representative basket of what an average Indian consumes. The WPI gave more weightage to manufactured goods; while the CPI gave a higher weightage to food articles.¹ Food inflation (here) is the change in the prices of food commodities from YoY. The data finds that over the time period of 1997 to 2017, general inflation has averaged 5.81 per cent, while food inflation has averaged 6.65 per cent, as can be seen in Graph 1.
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We find that food inflation has generally remained higher than generalised inflation for the past twenty years. There has been more of a convergence of general and food inflation starting around 2012 (when CPI estimates started to be available).\(^2\)

This paper is organised as follows: Section I discusses the overall trend in food inflation in India. Section II elucidates literature on food inflation and its determinants in India. Section III – Data: discusses the trends in commodity-specific inflation; and reasons for the price hikes and dips in commodities. Section IV of the paper discusses the methodology. Section V elucidates the models, and the empirical results, and Section VI presents the concluding remarks.

II

LITERATURE REVIEW

Mishra (2016) argue that while studying the overall effects of food inflation on the Indian economy is important, it is also important to understand the reasons for the variability in food inflation. They found food inflation to be consistently higher than non-food inflation. Furthermore, animal source foods (milk, eggs, meat etc.), processed food (sugar, edible oils), fruits and vegetables (onions, tomatoes, potatoes), and cereals (rice, wheat) were found, by them, to be the primary drivers of food inflation in India. Anand, Kumar and Tulin (2016) suggest that the demand side factors are key determinants of food inflation – they estimate that if private consumption growth picks up to 7 per cent and supply growth remains at its historical level, Indian food inflation is likely to exceed non-food inflation by 2.5 to 3 percentage points per year. Gopakumar and Pandit (2017) state that demand side factors, have been deterministic in the trends in food inflation, especially those of proteins. A paper (Sekhar et al., 2017) by the International Food Policy Research Institute suggests that cereals and edible oils mainly depend on supply-side factors such as production, wage rates, and minimum support prices (MSP); for pulses, the effects of both demand and supply-side factors appears to be equal; while prices of products such as milk, vegetables, fruits, and eggs are driven more by demand side factors. Malhotra and Maloo (2018) find that hikes in MSP, combined with other government interventions in food caused increases in central and state government
deficits – these led to inflation in the immediate following years, caused prolonged inflationary pressures, and a rise in inflationary expectations. Malhotra and Maloo (2018) assert that since India is a net exporter of food commodities, there is a mild effect of international food prices on domestic food prices (and food inflation). Gopakumar and Pandit (2017) find a significant relationship between international and domestic food prices. Gulati and Saini (2015) showed that three factors – fiscal deficit, rising farm wages and transmission of the global food inflation together accounted for 98 per cent of the food inflation in India during 1995-96 to December, 2012. This paper considers both demand and supply side factors.

III

DATA

Information about some food commodities have been provided below:

I. Generalised Cereals and Wheat and Rice (Graph 2)

II. Generalised Pulses, and Arhar (Graph 3)
III. Generalised Vegetables, and Onions, Tomatoes and Potatoes (Graph 4)

Graph 4. Food, Vegetables, Potatoes, Onions and Tomatoes Inflation.7

IV. Eggs, Fish and Chicken Inflation (Graph 5)

Graph 5. Food, Eggs Meat and Fish, Eggs, Chicken, and Fish8

V. Edible Oils, and Groundnut (Graph 6)

Graph 6. Food, Edible Oils and Groundnut Inflation.9
VI. Tea and Coffee Inflation (Graph 7)

Graph 7. Food, Coffee and Tea Inflation.

METHODOLOGY

The variables whose data was collected are: (i) World Prices; (ii) Long Period Average; (iii) Percentage of Urban Population; (iv) Minimum Support Price (MSP); (v) Cost of Cultivation; (vi) Acreage, Yield and Production; (vii) Food Inflation (and commodities); (viii) Other Variables.

To determine the effects of different variables on food inflation a Vector Error Correction Model (VECM), and a Vector Auto-Regression (VAR) model were used. The first step in the modelling process was selecting an optimal lag where there is no, to very little autocorrelation in the data (within a 95 per cent confidence band). This was achieved using several different lag selection criteria – Akaike Information Criterion (AIC), Final Prediction Error (FPE), Hannan-Quinn Information Criterion (HQIC), and Schwarz’s Bayesian Information Criterion (SBIC). To check whether the variables under consideration can be used in a VECM and VAR framework, we had to check whether there was a structural break in the data – this was achieved through the Zivot-Andrews Unit Root Test, which checks for breaks in trend, intercept, and both. After determining the existence of a structural break, those variables with a break in the data were dropped/not considered in the model. The next condition to check was whether an individual variable was stationary or not, for this condition, the Philips Perron Test for Unit Root was used – trend stationary and non-trend stationary conditions were both checked. Those variables that were stationary were dropped/not considered in the VECM model, however, for the VAR model, stationary conditions were checked at I (1), if they were found to be stationary, then they were included in the model, or else they were dropped. The optimal lag is again determined, but this time with the set of all variables – that are to be included in the model. When using a VECM, after determining the optimal lag, the Johansen Test for
Cointegration is used to determine the number of cointegrating equations. A VECM model is then applied. A VAR model can be applied after choosing variables that are stationary at I(0) or I(1). To check for robustness after, the LM test for serial autocorrelation, and the Jarque-Bera test for normally distributed errors were performed. The Wald Test was used to check for short-run causality in the VECM model, and the Granger-Causality test was applied to the VAR framework. The 1 per cent significance level was considered for all the tests to ensure reliability and robustness of the data.

V

EMPIRICAL RESULTS

The first model (VECM specification) considers the effect of average acreage, average MSP, and percentage of urban population on food Inflation – these results can be seen in Tables 1 and 2.

**TABLE 1. SHORT TERM RELATIONSHIP BETWEEN FOOD INFLATION AND THE EXPLANATORY VARIABLES**

| Equation                | Coef. | Std. Err. | z     | P>|z|  | [95% Conf. Interval] |
|-------------------------|-------|-----------|-------|-------|----------------------|
| D_Inflation_Art-s       | 6     | 2.64309   | 0.6712| 3.945 | 0.0002               |
| D_Average_Acre-age      | 6     | 0.06665   | 0.2660| 0.248 | 0.808                |
| D_Average_MSP           | 6     | 0.7671    | 0.6123| 1.254 | 0.211                |
| D_UrbanPop              | 6     | 0.06334   | 0.9739| 0.064 | 0.949                |

| Coef. | Std. Err. | z     | P>|z|  | [95% Conf. Interval] |
|-------|-----------|-------|-------|----------------------|
| D_Inflation_Art-s       | -.661093| .1637095| -4.04 | 0.000               |
| D_Inflation_Art-s       | -.1249882| .1613136| -0.77 | 0.441               |
| Average_Acre-age         | 2.603255| 1.26028 | 2.07  | 0.039               |
| Average_MSP             | .0199438| .0099908| 2.00  | 0.046               |
| UrbanPop                 | -.73.44466| 24.94773| -2.94 | 0.003               |
| Cons                     | -1.349957| 3.793144| -0.36 | 0.722               |
TABLE 2. LONG TERM RELATIONSHIP BETWEEN FOOD INFLATION AND THE EXPLANATORY VARIABLES

<table>
<thead>
<tr>
<th>Identification: beta is exactly identified</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Johansen normalization restriction imposed</td>
<td></td>
</tr>
<tr>
<td>beta</td>
<td>Coef.</td>
</tr>
</tbody>
</table>
| _ce1
Inf_Food_Articles | 1 |  |
Average_Acreage | 4.799235 | 2.349927 | 2.04 | 0.041 | 0.193658 | 9.405007 |
Average_MSP | 0.038309 | 0.0052298 | 7.34 | 0.000 | 0.028547 | 0.048641 |
UrbanPop | -12.89001 | 1.778812 | -7.25 | 0.000 | -16.37721 | -9.404399 |

Table 1 shows us the short-term relationship between food inflation and the explanatory variables – average acreage, average MSP, and percentage of urban population. The coefficient of interest in Table 1 is the coefficient of _ce1, which is -0.66 (significant at 1 per cent since p=0.000). This -0.66 implies that (i) there is long-run causality that flows from average acreage, average MSP, and percentage of urban population to inflation in food articles, and (ii) 66 per cent of the error in food inflation is corrected by the combined effect of average acreage, average MSP, and percentage of urban population in 1 lag. The adj-R² of this short-run relationship and short-run model is 67 per cent.

Table 2 shows the long run relationship between food inflation and the explanatory variables. The long run relationship equation that we get from the same is:

\[
\text{Inf\_Food\_Articles} = 12.89\times \text{UrbanPop} - 4.79\times \text{Average\_Acreage} - 0.038\times \text{Average\_MSP} + _{ce1}
\]

Therefore we see that there appears to be a significant effect on food inflation due to the changes in urban population in the long run, average acreage also has a significant negative relationship, while MSP has a mild negative effect. The Wald Test was used to check the short run causality, and it was found that short-run causality flows from all the variables – percentage of urban population, average acreage, average MSP – individually, and also as a combined effect. No autocorrelation was found and the errors were found to be normally distributed.

The second model (VAR specification) looks at the relationship between food inflation, and the FAO’s Food Price Index (International World Food Price Proxy) – the result can be seen in Table 3.

Table 3 finds that there is a significant relationship between food inflation, and the FAO’s Food Price Index (International Food Price Proxy) (R² is 61.38 per cent). We find that individually, only the second lag for the FAO Food Price Index has a significant effect on Food Inflation, however, we the Granger Causality test finds that there is an individual causal effect flowing from this Food Price Index to Food Inflation. We further compute the Forecast-Error Variance Decomposition (FEVD), and Impulse Response Functions (IRFs) of these variables, which can be seen in Figure 1.
Table 3. Relationship Between Food Inflation and FAO’s Food Price Index

<table>
<thead>
<tr>
<th>Equation</th>
<th>Pms</th>
<th>RMSE</th>
<th>R-sq</th>
<th>chi²</th>
<th>P&gt;chi²</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAO_Food_Price-x</td>
<td>9</td>
<td>18.2054</td>
<td>0.7413</td>
<td>45.84985</td>
<td>0.0000</td>
</tr>
<tr>
<td>Inf_Food_Artic-s</td>
<td>9</td>
<td>3.49326</td>
<td>0.6138</td>
<td>25.43086</td>
<td>0.0013</td>
</tr>
</tbody>
</table>

Figure 1 shows that an increase in the index causes an increase in food inflation after the first lag (Indian food prices should mirror the international market to a large extent since India is a large trader in various food commodities), fall in food inflation until about three lags (as the local Indian government intervenes to arrest the rising prices), and almost stabilisation of prices close after five lags. The fraction of MSE (Mean Standard Error) of the response (Food Inflation) due to impulse (FAO...
Food Price Index) shows the amount of MSE that is caused by the impulse (Food Price Index) – hence, in this case, at around 3 lags, about 0.3 (or 30 per cent) of the MSE in Food Inflation is explained by the international food price index. There was found to be no autocorrelation in the post-estimation, and the errors were normally distributed.

The third model (VAR specification) looks at the relationship between Food Inflation, and the Total Cost of Cultivation for selected food commodities in India – the results are shown in Table 4.

**Table 4. Relationship between Food Inflation and Total Cost of Cultivation**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Parms</th>
<th>RMSE</th>
<th>R-sq</th>
<th>chi2</th>
<th>P&gt;chi2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total_CC</td>
<td>5</td>
<td>35163.4</td>
<td>0.0641</td>
<td>1.233042</td>
<td>0.8726</td>
</tr>
<tr>
<td>Inf_Food_Artic-s</td>
<td>5</td>
<td>3.53482</td>
<td>0.2730</td>
<td>6.757663</td>
<td>0.1493</td>
</tr>
</tbody>
</table>

We find that there is somewhat of a significant relationship between food Inflation, and the total cost of cultivation ($R^2$ is 27.3 per cent). We find that individually, only the first lag for the total cost of cultivation has a significant effect on Food Inflation, however, the Granger Causality test finds that there is an individual causal effect flowing from the total cost of cultivation to food Inflation. We further compute the Forecast-Error Variance Decomposition (FEVD), and Impulse Response Functions (IRFs) of these variables, which can be seen in Figure 2.

This result in Figure 2 shows that an increase in Total Cost of Cultivation causes a dip in food inflation until the second lag (this happens because of supply chain inefficiencies, and farmers, though they face higher costs, are not able to pass on the prices to the consumers), and then the inflation rises as the truer costs of production start to reflect in consumer prices for food commodities. After the third/fourth lag, the impulse ceases to have an effect on the response. The fraction of MSE (Mean
Standard Error) of the response (Food Inflation) due to impulse (Total Cost of Cultivation) shows the amount of mse that is caused by the impulse (Total Cost of Cultivation) – hence, in this case, starting at around 2 lags, about 0.1 (or 10 per cent) of the MSE in food inflation is explained by total cost of cultivation. Mild autocorrelation was found in post-estimation, and errors were not found to be normally distributed.

The fourth model (VAR specification) looks at the relationship between Food Inflation, and the Long Period Average (Rainfall). This can be seen in Table 5.

**TABLE 5. RELATIONSHIP BETWEEN FOOD INFLATION AND LONG PERIOD AVERAGE (RAINFALL)**

<table>
<thead>
<tr>
<th>Vector autoregression</th>
<th>Sample: 1998 - 2016</th>
<th>Number of obs = 19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log likelihood = -121.5494</td>
<td>AIC = 13.42626</td>
<td></td>
</tr>
<tr>
<td>FPE = 2335.148</td>
<td>HQIC = 13.47673</td>
<td></td>
</tr>
<tr>
<td>Det(Sigma_ml) = 1235.12</td>
<td>SBIC = 13.7245</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equation</th>
<th>Parms</th>
<th>BMSE</th>
<th>R-sq</th>
<th>chi2</th>
<th>P&gt;chi2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inf_Food_Artic-s</td>
<td>3</td>
<td>3.51558</td>
<td>0.2774</td>
<td>7.293485</td>
<td>0.0261</td>
</tr>
<tr>
<td>LPA_Damp</td>
<td>3</td>
<td>11.9456</td>
<td>0.3993</td>
<td>12.63202</td>
<td>0.0018</td>
</tr>
</tbody>
</table>

| Coef. | Std. Err. | z | P>|z| | [95% Conf. Interval] |
|-------|-----------|---|-----|-----------------|
| Inf_Food_Artic | .3505522 | .187275 | -1.87 | 0.061 | -0.7176044 | .0165 |
| LPA_Damp | -.1047005 | .0528735 | -1.98 | 0.048 | -.2083307 | -.0010702 |
| _cons | -.4653706 | .7415088 | 0.63 | 0.530 | -1.918701 | .98796 |
We can see from Table 5 that there is somewhat of a significant relationship between Food Inflation, and the Long Period Average (LPA) ($R^2$ is 27.74 per cent). We find that individually, the LPA affects the first lag of Food Inflation. The Granger Causality test finds that there is an individual causal effect flowing from the LPA to Food Inflation. We further compute the Forecast-Error Variance Decomposition (FEVD), and Impulse Response Functions (IRFs) of these variables, which can be seen through Figure 3.

![Figure 3](image)

Figure 3 shows that an increase in the Long Period causes a dip in food inflation for one lag (a good rainfall implies a good harvest, which leads to higher supply, which subsequently lowers prices), and then the inflation rises until about two and a half lags (potential cobweb phenomenon at play). After the fifth lag, the impulse ceases to have an effect on the response. The fraction of MSE (Mean Standard Error) of the response (Food Inflation) due to impulse (Long Period Average) shows the amount of MSE that is caused by the impulse (Long Period Average) – hence, in this case, starting at around 2 lags, about 0.1 (or 10 per cent) of the MSE in Food Inflation is explained by the Long Period Average. No autocorrelation was found, and errors were normally distributed.

VI

CONCLUDING REMARKS

We can see from the preceding models that there are various determinants of food inflation in India – total cost of cultivation, percentage of urban population, average
minimum support price, average acreage, the FAO’s food price index, and long period average. It may be important for the government to take note of these variables when looking to mitigate or decelerate food inflation in India.23

With a large population in India spending more than 50 per cent of their income on food; and with about 300,000 farmers having committed suicides between the years of 1998-2018 due to the absence of fair prices – mainly due to the existence of middlemen – there is utmost need to focus on food inflation, and to look past just the MSP, PDS, and other existing government programmes.
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NOTES

1) A caveat to note here is that the use of both the WPI and CPI can cause discrepancies in the analysis of the data – the divergence (and therefore a limitation) rests largely on the weightage differences of different items in both the CPI and WPI, this in turn can lead to either under or over evaluation of actual inflation (and food inflation) numbers which can skew the analysis one way or the other. The other limitation with the splicing of these indices arises due to the fact that number of items included (for calculation) in WPI are much higher than the CPI, furthermore, the number of price quotations are also vastly different between the WPI and CPI, which further makes a convergence tough. The third and final limitation is the use of the geometric mean for the calculation of the CPI, and the use of the weighted mean for the WPI, which furthered the divergence. This paper tries to reconcile point 1 (weightage of different items), and point 3 (use of the geometric mean v/s weighted mean), but lacks reconciliation of point 2 (differences in the amount of data collected) – this is an important point to note for all readers. Though the hope was to use CPI estimates for all twenty years to get the best representative analysis, lack of availability of CPI estimates guided the use of both – however, this was hoped to be corrected in some part by 2 actions: (i) looking at the analysis (though not included here) in the period when the WPI was used, and then in the period that the CPI was used, then comparing the data to look at trends, and subsequently looking at an overall analysis and contrasting it with these two distinct time periods (when the two different metrics were used); (ii) using minimal smoothening techniques to perpetuate some level of equivalence between these two metrics to get to a more thorough and unbiased analysis.

2) For the purpose of this paper, WPI estimates have been taken until 2012, and CPI estimates have been used after that.

3) That have a significant weight in both CPI and WPI estimates

4) The reasons for some of the volatility in the prices of these goods is provided in the footnotes.

5) A report by the Planning Commission mentions how one of the reasons of the price rise in 1998-1999 was the increase in procurement prices. The other reason is the fall in the availability of cereals during 1997-98 and 1998-99. The prices of wheat increased sharply during the year 1998-99 because of the poor wheat output during the preceding year. The output of wheat fell by 7.62 per cent from 69.35 million tonnes during 1996-97 to 66.35 million tonnes during 1997-98. Similarly, the output of coarse cereals fell by 10.85 per cent during 1997-98, from 34.1 million tonnes to 30.4 million tonnes.

6) We find that prices of pulses (and Arhar) are highly erratic. A study by CRISIL has observed that inflation in pulses follows a cyclical pattern, with prices shooting up every 2-3 years – between 2006-2017 there have been as many as four such cycles. Furthermore, upon decomposing the data for the past 12 years, we observe that gram and tur/arhar have experienced high price volatility and dominated the cyclical price movements in pulses in the past 6 years. Second, there is a cobweb phenomenon (Joshi et al., 2017 discusses this in their paper) at play, wherein production responds to prices with a lag, causing a recurring cycle of rise and fall in output and prices. This has to do with the fact that farmers base their sowing decisions on the prices observed in the previous period, and accordingly over- or under-produce the crops, triggering a price cyclicality. Restrictions on export and private stockholding have been another supply side factor in this phenomenon.

7) The prices of vegetables in India show extremely high levels of volatility. A report by the Competition Commission of India found that the onion market is plagued by large numbers of traders, the practice of cartelisation, and also hoarding. “Collusion” was also identified as a major hurdle in fair trade (Chengappa et al., 2012). Furthermore, market structure of onion is unilaterally dictated by the traders, not farmers. Minimal role of farmers in price discovery due to low size of average farm holdings—1.15 to 1.3 acre, unfavourable weather conditions and price
risk are the reasons for the situation. Furthermore, approximately 18 per cent of the country’s fruits and vegetables’
production goes to waste every year because there aren’t enough cold storage facilities as per the Central Institute of
Post-Harvest Engineering and Technology.
8) The prices of these products fell from 1997 until about 1999 because of an increase in production. A paper by
the International Food and Agribusiness Management Review found that India’s poultry industry had been growing
exponentially, with (i) genetic progress in poultry strains for meat and egg production; (ii) better understanding of
nutrition fundamentals; and (iii) disease control (Hellin et al., 2015). This is one of the primary reasons why there was
found to be deflation in prices of chicken until about 2004. With the price boom in fish prices in 2009-2010, an article
by The Hindu finds that it was due to a moratorium on fishing with the help of mechanized boats that was imposed that
year. Though it was only imposed for a 45 day period, prices took some time to adjust and get back to levels closer to
those of general food inflation.
9) The price spike in edible oils during 1998-99 was due to the fact that the business was severely hit by the
deaths that occurred from dropsy that broke out as a result of the consumption of adulterated mustard oil. The
majority of state governments banned the sale of loose mustard oil which severely shook the edible oil market
(Sharma and Kumar, Planning Commission, 2001). The subsequent dip in prices was attributed to the fact a decrease
came about in world prices of edible oils (specifically palm oil) and the Indian edible oil market mimicked this
movement (as suggested by Briggs et al. (2011) and Anderson (2000) in their respective papers).
10) The price dip of tea starting in 1997 can be attributed to the fact that many US firms started to sell tea at
below the cost price, this, in turn hurt Indian exports and there was a subsequent over-supply which led to a drop in
prices. In 2000, India, along with six other European nations filed a complaint against the U.S. – an act called the
Continued Dumping and Subsidy Offset Act (U.S.) was declared illegal by the WTO and this in turn helped Indian
exports of tea and prices got some relief. Papers by the Integrated Coffee Association and the Articles in The Guardian
suggests these reasons (Kollewe, 2011; Osorio, 2002).
11) The world prices for different commodities were taken from the World Bank’s Pink Sheet. The data was
provided in USD, to convert the data into Rupees, the average exchange rate was taken (Bank of England, 2018;
Exchange Rate, RBI, 2018). The raw data was converted into “kilogram”. The commodities whose world prices
were taken are – Rice, Wheat, Chicken, Fish, Prawn, Coconut Oil, Palm Oil, Soyabean Oil, Groundnut Oil, Sugar,
Coffee, Tea, Banana, and Milk (Reed and Royales, 2014; Aicha Couibaly, 2013). The average world food price
inflation was also taken (Wiggins, 2010). This data was gathered from the FAO’s Food Price Index and also the US
Department of Agriculture.
12) The Long Period Average is the average of rainfall received in India between 1951 to 2001 (50 years).
Here, for the purpose of the study, the percent deviation from the Long Period Average is taken from various reports
of the Indian Meteorological Department.
13) This was taken as a factor to discuss changing dietary patterns with a move to urban areas, and how they
subsequently affect food inflation. The data was gathered from the CEIC website.
14) The minimum support price data was taken from various reports from the Commission for Agricultural
Costs and Prices (CACP). Minimum support prices were taken for Sugarcane, Paddy, Tur (Arhar), Safflower,
15) Cost of cultivation estimates were taken from the Directorate of Economics and Statistics, Ministry of
Agriculture, and through its various “Agricultural Statistics at a Glance” reports. Since the data provided cost of
cultivation estimates of each commodity for different states, a weighted average was taken to estimate the cost of
cultivation for each commodity. The weights were the production of that specific commodity relative to the total
production across all of India of that specific commodity in a given year. Cost of cultivation estimates were taken for
Tur (Arhar), Groundnut, Soyabean, Wheat, Onion, Potato, and Sugarcane
16) The data was gathered from the National Horticulture Research and Development Foundation; Ministry of
Agriculture and Farmers Welfare, Department of Agriculture, Cooperation and Farmers Welfare, Directorate of
Economics and Statistics; and monthly reports for commodities such as onions, and potatoes. The data was gathered
for Sugarcane, Paddy, Tur (Arhar), Potato, Groundnut, Sunflower, Soyabean, Onion, Wheat, Mustard, and Banana.
17) Food inflation was evaluated using WPI data from 1997-2012, and then CPI data was used from 2012-2017.
The data was taken from DBIE and the website of the Office of the Economic Advisor. Commodity specific
inflation was also considered. The commodities whose inflation was covered were – Cereals (General), Rice, Wheat,
Pulses (General), Tur/Arhar, Vegetables (General), Potatoes, Onions, Tomatoes, Fruits (General), Banana, Apple,
Milk, Eggs Meat and Fish (General), Eggs, Fish, Chicken, Edible Oils (General), Groundnut, Tea, Coffee, Sugar and
Products (General), and Sugarcane.
18) Diesel Prices (The prices of diesel were taken as a proxy for transportation costs. The prices were taken
from a Reuters report discussing fuel prices in India, and also from an Indian Oil Corporation website report)
Population (Population growth was taken as a demand side factor. With the census being conducted every 10 years,
the data of each year was estimated using the average population growth rate in each year – estimated by the World
Bank; Per Capita Income (This was also taken as a demand side factor. Again, data from the World Bank was used. This data is in PPP Dollars – the standard (adjusted for prices) for per capita income globally; Money Supply (Currency in Circulation) (This data was gathered from the Database for the Indian Economy website that is under the Reserve Bank of India. This too was a demand side factor to discuss availability of hard cash and its effect on food inflation); Core Inflation (Inflation Excluding Food and Fuel) Data was taken from the website of the Office of the Economic Advisor – which comes under the Department of Industrial Policy and Promotion (DIPP), Ministry of Commerce and Industry – for CPI data (until 2012), and the CPI data was taken from the DBIE website (2012-2017). The weights of individual commodities was also taken from these websites. The weighted core inflation (excluding food and fuel) was then calculated.

19) A standard VAR for M endogenous variables can be transformed into a VECM that can be represented as follows

\[ y(t) = \gamma(t - \rho) + \sum_{i=1}^{p} \Pi_i y(t - \rho) + \varepsilon(t) \]

Assuming that there is a set of observations Trunning from \( t = 0 \) to \( t = T - 1 \) Let the observations on \( y(t) \) for \( t = 0, 1 \ldots T - 1 \) be collected in a successive row vectors which together make a matrix \( Y \) of order \( T \times M \). Similarly, the observations on \( y(t - 1), \ldots, y(t - p + 1) \) are collected in a matrix \( X_t \) of order \( T \times M(p - 1) \) and let \( X_t \) is the matrix of successive observations on \( y(t - \rho) \). Then the system of equations is

\[ Y = X_t B_1 + X_t B_2 + \varepsilon = XB + \varepsilon \]

Where \( B_1 = \Pi_1 \ldots \Pi_p \) and \( B_2 = \Pi_1 \ldots \Pi_{p-1} \) The hypothesis of cointegration is that the \( M \times M \) matrix \( B_1 = \Pi_1 \ldots \Pi_p \) is of rank \( S-M \). This is equivalent to the proposition that \( B_1 = A \Delta' \) where \( A \) has order \( M \times S \) and \( \Delta' \) has order \( S \times M \) and both matrices are of rank \( S \). The log-likelihood function of the model that needs to be optimized to obtain parameter estimates has the following form

\[ L(\beta, \phi) = -\frac{M}{2} \log(2\pi) - \frac{T}{2} \log|\Omega| - \frac{1}{2} \text{trace}(\varepsilon \Omega^{-1} \varepsilon) \]

where is the variance covariance matrix of the VECM.

20) A VAR model describes the evolution of a set of \( k \) variables over the same sample period \( (t = 1, \ldots, T) \) as a linear function of only their past values. The variables are collected in a \( k \times 1 \) vector \( y_t \), which has as the \( i \) \( \text{th} \) element, \( y_{it} \), the observation at time \( t \) of the \( i \) \( \text{th} \) variable.

A \( p \)-order VAR, denoted VAR\((p)\), is

\[ y_t = c + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \ldots + \phi_p y_{t-p} + \varepsilon_t \]

where the \( i \) \( \text{th} \) periods back observation \( y_{it} \), is called the \( i \) \( \text{th} \) lag of \( y_t \), \( c \) is a \( k \times 1 \) vector of constants (intercepts), \( \phi_i \) is a time-invariant \( k \times k \) matrix and \( \varepsilon_t \) is a \( k \times 1 \) vector of error terms, satisfying

1) \( E(\varepsilon_t) = 0 \) – every error term has mean as 0;
2) \( E(\varepsilon_t \varepsilon_t') = \Omega \) – the contemporaneous covariance matrix of error terms is \( \Omega \) (a \( k \times k \) positive-semidefinite matrix);
3) \( E(\varepsilon_t \varepsilon_{t+1}) = 0 \) for any non-zero \( t \) --- there is no correlation across time; in particular, no serial correlation in individual error term.

21) These prices and estimates are gathered from various sources such as the world bank, international estimates on commodity markets, international sources on prices of fish, milk & dairy, shrimp, and estimates by the United Nations on what happened to the world food prices and why. Reports by the USDA also help in providing supporting data.

22) The Long Period Average here has been dampened by 0.01 to eliminate the existence of structural breaks in the data.

23) A caveat here to consider is that there are different definitions for Rural and Urban as defined by the Census, and those that are defined by state governments, for example, census towns are defined as “rural” when it comes to state government definitions. The implication here is that when looking at the rural-urban migration, much of it may be to “census towns” which have a large presence of agricultural markets – this has effects on food prices and food inflation, and also on the numbers that are reported for the same (though this analysis is beyond the scope of this paper for now.)
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